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ABSTRACT

Digital watermarking is an efficient way to hidetaaDigital watermarking techniques have been develdped
protect security of media signals.helps to protect intellectual property from gl copying. It also provides a means of
embedding a message in a piece of digital dateowitdestroying its value. this paper introducesmpgarative scheme of
watermarking which uses watershed transform andk®aRandom Field model for segmentation and discretivelet
transform for watermark embedding. In this workrieas types of wavelets are used for embedding rnwesek.
Experimental results shows that MRF model give bestilts of segmentation than watershed transfarch veavelet

rbio3.1 gives large value of PSNR as compared tar ldad sym3.
KEYWORDS: Digital Watermarking, MRF Model, Watershed Tramsfo

INTRODUCTION

A digital watermark is a signal permanently embetlithto digital data (audio, images, video, and)tettich can
be detected or extracted using computing operafammaking assertions about the data. The watdeiisanidden in the
host image or data such that it is unable to sépdram the data and so that it is resistant to yr@perations without
degrading the host document. In watermarking, faangple, the important information is the “externafata
(e.g., images, voices, etc.). The “internal” daay( watermark) are additional data for protecthmg external data and to
prove ownershipA watermark is designed to permanently hide semfirmation in digital data like image, audio or

video etc. Digital watermarking gives several adages.

The robustness and the imperceptibility provide thest important characteristics. Digital watermagki
technology is mainly applied for copyright protectj operation tracking or piracy tracking, imagéhauatication and copy
control, in which copyright protection is the masportant application. Digital watermarking providéne owner of a data

the means to mark the data invisibly.

The mark could be used to serialize a piece of datét is used as a method to mark a valuable imdge
Watermarking is the process of embedding a speleitd into media such as image, audio and vides &hibedded
information, known as a watermark, can be extradteth the multimedia contents later and used fqpsuting the
ownership. [2]There are various requirements ofewaérking which can be fulfilled for good resultél watermarking
requirements are application-dependent, but somihesh are common to most practical applicationsstMmportant

thing is that these requirements compete with edloér. Some of them are expressed in short asifsilo

e Security

A watermark system is said to be secure, if thekéracannot remove the watermark without having full
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knowledge of embedding algorithm, detector and ausiipn of watermark. A watermark should only beessible by
authorized persons. This requirement is regarded ascurity and the watermark is usually achievedhe use of
cryptographic keys.
* Invisibility
Perceptual Invisibility: Researchers have tried to hide the watermark ol suway that the watermark is

impossible to notice.

Statistical Invisibility: An unauthorized person (hacker) should not detectvatermark by means of statistical
methods.

* Robustness

Digital images commonly are subject to many typkedistortions, such as lossy compression, filteriregizing,
contrast enhancement, cropping, rotation and soTbe. mark should be detectable even after suclordsts have

occurred.

» Watermarking Extraction: False Negative/Positive Eror Probability

Even in the absence of attacks or signal distostifmlse negative error probability (the probapitif failing to
detect the embedded watermark) and detecting amatk when one does not exist (false positive gorobability), must

be very small.

Robustness

Security wisibility

Figure 1.1: Digital Watermarking Requirements Triangle
» Capacity Issue (Bit Rate)

The watermarking algorithm should embed a preddfinamber of bits to be hidden in the input signal.
This number will depend on the application. It inasgeneral rule for this. However, in the imageecdise possibility of
embedding into the image at least 300-400 bitsIshoel guaranteed. [1][7]

* Imperceptibility

Watermark cannot be seen by human eye or not bed Hea human ear, only be detected through special

processing or circuits. It can be detected by ahaaized party only. [4]
PROPOSED WATERMARKING SCHEME

In the digital watermarking system, information rgarg the watermark is embedded in an original imag
The watermarked image is transmitted or stored, theth decoded to be resolved by receiver. In thepgsed
watermarking system we will first segment input geand then use discrete wavelet transform for ddibg watermark

in host image where we will process color imagestRive give outline of the watershed transform katkov Random
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Digital Watermarking for Color Image Based on Segmetation 3
Field model which we are going to use for segmenafThen we will describe watermark embedding atgm. Lastly
watermark detection algorithm will be outlined.

 Watershed Transformation

The Watershed transformation is powerful tool forage segmentation. It works better if one can ifleior
‘mark’ foreground objects and background locatiadestly watershed segmentation is applied to gradient dfrexge,
rather than to the image itself. The goal of theenshed transform is to search for regions of highnsity gradients
(watersheds) that divide neighbored local minimi§7[6 In proposed algorithm we will use Marker caited watershed

segmentation. The procedure for watershed transirm
Step 1:Read color image and convert in to Grayscale.
Step 2:Compute gradient magnitude.
Step3: Mark foreground object
Step 4:Compute background markers
Step 5:Compute watershed transform of segmentation fancti
* Markov Random Field Model

Markov Random field models can be useful in sevaraas of image processing. The success of Markod&mn
field (MRFs) can be attributed to the fact thatytlggve good, flexible and stochastic model. Here imteoduce MRF

model shortly as follows;
A Markov Random Field (MRF) is a graph G = (V, E).
+ V={1,2,..,N}is the set of nodes, each of whistassociated with a random variable (RV)far j = 1...N.

e The neighborhood of node i, denoted i the set of nodes to which i is adjacent; j.€. N; if and only if (i, j) €
E.

* The Markov Random field satisfies

plus] {5} jems) = plui| {w}sen:) .

Ni is often called the Markov blanket of node i.

The distribution over an MRF (i.e., over RVs u 3,(u, 1)) that satisfies (1) can be expressed as the produc

(positive) potential functions defined on maximadeés of G [Hammersley-Clifford Thm].
Such distributions are often expressed in termanadnergy function

E, and clique potential¥c:

Bl = %exp(—E(u,Q)), where F(u,0) = Z\IJC(HC.HC)
ceC
(2)

Here,
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e Cisthe set of maximal cliques of the graph (m@gaximal sub graphs of G that are fully connected),

e The clique potentidPc, ce C, is a non-negative function defined on the RVdioue U , parameterized log.
» Z, the partition function, ensures the distributsarms to 1:

Z = _ exp(—V. (.. 0,)
> ] exp(—v.(a. 6.)

wy...ty ceC

The partition function is important for learningitis a function of the parametes= {6c}ceC. But often it's not
critical for inference. For our work we will use NPRnodel for segmentation of input color image amehtwatermark will
be embedded in it.

»  Watermark Embedding Algorithm

This paper introduces the watermarking based omeetation of input image. We uses two methods for
segmentation such as watershed transform and Masakmom Field model. For watermark embedding, wkuse DWT.

The flow chart 2.1 and 2.2 gives outline of progbakgorithm.

Input Celor [mage
Input Color Image
r
Watershed Segmentation +—
Segmentation Uang MBF
model
r
Watermark Embedding ¥
Watermark Image ‘ Watermark Embedding
Using DWT Watermark Image .
" Tsing DWT
r ¥
Watermarked Image 1 ‘ Watermarked Image
Flow Chart 2.1 Flow Chart 2.2

Watermarking using watershed segmentation watelingusing MRF segmentation
Watermark embedding procedure is;

Step 1:Read input color image.

Step 2:Segment the input color image using watershed foemsor MRF model
Step 3:Embed watermark image by using Discrete wavelah3fiorm.

Step 4:Resultant image is watermark embedded image.

WATERMARK EXTRACTION

Embedded watermark is extracted using discrete btmnsform. After extraction of watermark we geb
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images one input image and another extracted wat&rimage. Flow chart 2.3 shows procedure for dietgavatermark

image from input image.

[Watemlarked Image ]

¥

Extraction of
watertmark using DWT

‘Extracted watermark ‘ Input Col or Image ]

Flow Chart 2.3: Detection of Watermark
Detection procedure of watermark is:
Step 1: Take embedded watermark image as input.
Step 2: Apply discrete wavelet transform for extractingteranark.

Step 3:Result is input host image and watermark image.

RESULTS AND DISCUSSIONS

This proposed method is tested on two images usinigiple wavelets. First we have used watersheasfoam
for segmentation of input image, its Jaccard coieifit is calculated and then DWT is applied foramatark embedding.
After that peak signal to noise ratio is computeat. watermarking we have used three wavelet lilkeer,sgm3 and rbio3.1.
Same process is repeated for MRF segmentatiohidmie have tested results for first order andh fiftder MRF. Table 1
and table 2 summaries results. Results are digpleyégure 4.1, figure 4.2, figure 4.3, figure 4figure 4.5 and figure
4.6. Figure(a) input image, b) watermark imagesegmented image, d) embedded image, e) recovgratlimage and f)

recovered watermark.

»  Watermarking Using Watershed Transform

Table 1: Watermarking Results for Watershed Transfom

Watershed
Sr-No | Image | Wavelet =5 -—= o T pSNR | Time

| Lena haar 0.7604 66.71 2 sgc.
Sym3 0.7604 65.78 2 sec

Rbio3.1 0.7604 67.55 2 Sec

I Dh"’:i”aSh haar 0.8841 71.87 2 sec
Sym3 0.8841 70.200 2 sec

Rbio3.1 0.8841 73.50 2 sec
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Lena Image

Haar Wavelet

Syma3

Rbio3.1

Figure 4.1 (c)

Dhanashri Image

haar

Sym3
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Figure 4.1 (a) Figure 4.1 (b)

Figure 4.1 (d) Figure 4.1 (e) Figure 4.1 (f)

CS

Figure 4.2 (a) Figure 4.2 (b)
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Rbio3.1

Figure 4.2(c) Figure 4.2(d) Figure 4.2(e) Figure 4.2(f)
»  Watermarking Using First Order MRF

Table 2: Watermarking Results for MRF Model

Sr. No Image Wavelet MREF First Order MREF Fiftht Order
) 9 Jac. Coef. | PSNR Time Jac. Coef. | PSNR Time
| Lena haar 0.2072 65.62 1m 35 sec 0.207B 65,43 50bac
Sym3 0.2072 64.920 1m 29 s¢c 0.2078 65,06 4meQ0 se
Rbio3.1 0.2072 68.760 1m 33 sec 0.2078 69,10 Vis1:1oY4
1" Dhanashri haar 0.2855 65.29 1m 44 sec 0.2865 .04 3m 50 seq
Sym3 0.2855 64.89 1m 45 sec 0.286% 65,00 5m 5|sec
Rbio3.1 0.2855 66.47 1m 34sec 0.286% 66.83 3ra35bs
Lena Image
Figure 4.3 (@) Figure 4.3 (b)
Haar
Sym3
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Rbio3.1

- B
Figure 4.3 (¢c) Figu4.3 (d) Figure 4.3 (e) Figaid.3(f)

Dhanashri Image

Haar

Syma3

Rbio3.1

e g

Figure 4.4 (c) Figure 4.4(d) Figure 4.4 (e) Figure 4.4 (f)

*  Watermarking Using Fifth Order MRF

Lena Image

Figure 4.5 (a) Figure 4.5 (b)

Impact Factor (JCC): 3.2029 Index Copernicus Value (ICV): 3.0



Digital Watermarking for Color Image Based on Segmatation 9

Haar

Sym3

Rbio3.1

s/

Figure 4.5(c)

Figure 4.5(f)

Dhanashri Image

Figure 4.6 (b)

Haar

Sym3

Rbio3.1
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Figure 4.6(c) Figure 4.6 (d)

Figure 4.6(e) Figure 4.6(f)

CONCLUSIONS

Digital watermarking is an efficient way to hidetaaDigital watermarking techniques have been develdped

protect the security of media signals. A new corafpeég method is developed in this paper.

The proposed method gives segmentation for watdrgtamsform and Markov Random Field model. MRF is

used for first order and fifth order. Watermarkieglone using discrete wavelet transform for Haam3 and rbio3.1 type

of wavelets. Experimental result shows that segatem using MRF model gives Jaccord coefficient datthat is

segmentation efficiency is large. Result also shihasPSNR of watermarking is better for waveléd3bl as compared to

haar and sym3.This means our work has obtainecoiwepnent in segmentation and watermarking.
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